
Chapter 2

S-Matrix Theory

Abstract: In this chapter, we discuss the S-matrix theory in quantum field theory.
Here, we first treat the non-relativistic scattering theory and its relation to the T-
matrix. In particular, we discuss the scattering problem in terms of the Lippmann-
Schwinger equation. Then we discuss the S-matrix theory in quantum field theory.
This is based on the perturbation theory and we present the example of the S-matrix
evaluation. In particular, we discuss some basic problems in the Feynman propagator
of photon and show a possible physical difference between Feynman and correct
propagators of photon.
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2.1 Introduction

All of the evaluation in quantum field theory in four dimensions should be based on the per-
turbation theory. This is simply due to the fact that there is no case in which the quantum
field theory models in four dimensions can be solved exactly, except a free field theory. In
this sense, we should understand how we can obtain physical information from experiments.
In most of the cases, the experimental information can be obtained by scattering processes
in which the incident particles collide with targets. In this reaction process, people measure
outgoing particles at fixed solid angles. Mostly they extract the differential cross section as
the important information on the structure of the targets or on the interaction between inci-
dent particles and target matters. Here, we describe the basic theoretical framework in the
S-matrix theory. The treatment should be first based on the non-relativistic quantum me-
chanics, and then we discuss the S-matrix expansion in the quantum field theory. It should
be noted here that the difference of the theoretical frameworks between non-relativistic
quantum mechanics and relativistic field theory is not very large as will be seen below. In
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20 Chapter 2. S-Matrix Theory

particular, the time development of the system is most important, and this property is just
the same between relativistic and non-relativistic wave equations. The only but basic differ-
ence is the kinematics in the scattering process, and this is, in general, not very significant.

2.2 Time Dependent Perturbation Theory and T-matrix

In four dimensional field theory models, we should rely on the perturbation theory. This is,
of course, due to the fact that there is no model field theory which can be solved exactly,
except the free field theory. In this case, the strategy of the theoretical calculation is always
based on the perturbation theory in which all the physical observables can be described
in terms of the free field terminology, that is, electron and photon in the case of quantum
electrodynamics.

2.2.1 Non-static Perturbation Expansion

Now we consider the system in which the total Hamiltonian can be written as the sum of
H0 andHI

H = H0 + HI (2.1)

where it is assumed that all the solutions of the HamiltonianH0 are known and alsoHI is
relatively small. In this case, the eigenfunctions and eigenvalues of the HamiltonianH0 can
be written as

H0un(r) = Enun(r), n = 1, 2, · · · . (2.2)

The eigenfunctionun(r) should satisfy the following orthogonalty and completeness con-
ditions

〈un|um〉 = δnm,
∑

n

|un〉〈un| = 1. (2.3)

The state vectorΨ(t, r) can be expanded in terms of the wave functionun(r) as

Ψ(t, r) =
∑

n

an(t)e−iEntun(r). (2.4)

Now we insert this state vector into the Schrödinger equation

i
∂Ψ(t, r)

∂t
= (H0 + HI)Ψ(t, r) (2.5)

and we obtain

∑
n

[
i
dan(t)

dt
+ Enan(t)

]
e−iEntun(r) =

∑
n

(En + HI)an(t)e−iEntun(r). (2.6)
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By operatingu†k(r) from the left and integrating over the three dimensional space, we obtain

dak(t)
dt

= −i
∑

n

ei(Ek−En)t〈uk|HI |un〉an(t). (2.7)

This integral equation can be formally solved, and we obtain

ak(t) = ak(0)− i
∑

n

∫ t

0
dt′ei(Ek−En)t′〈uk|HI |un〉an(t′) (2.8)

which is just the equation for the S-matrix evaluation. This is, of course, the same as the
relativistic treatment which has the same time dependence as the Schrödinger equation.

2.2.2 T-matrix in Non-relativistic Potential Scattering

Here we consider the scattering process in the potential model where the Hamiltonian is
given as

H = H0 + V, with H0 =
p̂2

2m
= − 1

2m
∇2. (2.9)

The main aim is to calculate the scattering T-matrix in the potential scattering process. For
the scattering problem, it is easier if we start from the Lippmann-Schwinger equation

ψ = ϕ +
1

E −H0 + iε
V ψ (2.10)

where+iε is introduced because of the boundary condition that we take out only the out-
going wave. This is very important, and the Lippmann-Schwinger equation has already the
proper boundary condition in itself. Here,ϕ denotes the state vector which can satisfy the
following free wave equation

(E −H0)ϕ = 0 (2.11)

and we normally take the plane wave solution with the incident energy ofE = k2

2m

ϕ(r) = eik·r (2.12)

where the normalization constant1√
V

is set to unity. Here, it may be worthwhile noting and
making a comment on this normalization constant. Since we set the normalization constant
to unity, the wave function does not have a proper dimension, and thus the T-matrix as well.
However, this is all right since all the physical observables in scattering processes should
be given as the ratio between outgoing flux divided by the incident flux.

Now the Lippmann-Schwinger equation can be rewritten more explicitly

ψk(r) = eik·r +
∫

d3r′G(r, r′)V (r′)ψk(r′) (2.13)
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where the Green’s functionG(r, r′) is defined as

G(r, r′) =
∫

d3p

(2π)3
eip·(r−r′) 1

k2

2m − p2

2m + iε
= −m

2π

1
|r − r′|e

ik|r−r′|. (2.14)

At larger compared to the potential range, we find

G(r, r′) ' − m

2πr
eikre−ik′·r′ with k′ ≡ kr̂. (2.15)

Since the scattering amplitudef(k′,k) is defined by the following equation

ψk(r) = eik·r + f(k′, k)
eikr

r
(2.16)

thef(k′, k) can be given as

f(k′, k) = −m

2π

∫
d3r′e−ik′·r′V (r′)ψk(r′). (2.17)

In this case, the probabilityP of finding particle at the area ofr2dΩ should be

PdΩ =
jrr

2dΩ
jin

. (2.18)

Since the current density in the non-relativistic case is given in eq.(1.54), we find

jin =
k

m
, jr =

k|f(k′, k)|2
mr2

. (2.19)

Therefore, we obtain the differential cross sectiondσ
dΩ = P as

dσ

dΩ
= |f(k′,k)|2. (2.20)

Here, we define the scattering T-matrix by

〈k′|T |k〉 ≡ 〈k′|V |ψk〉 (2.21a)

which is related to the scattering amplitude as

f(k′,k) = −m

2π
〈k′|T |k〉. (2.21b)

This T-matrix can, of course, satisfy the Lippmann-Schwinger type equation which can be
written as

〈k′|T |k〉 = 〈k′|V |k〉+
∫

d3k′′

(2π)3
〈k′|V |k′′〉〈k′′| 1

E −H0 + iε
|k′′〉〈k′′|T |k〉. (2.22)

It may also be important to note that the scattering amplitude as well as the T-matrix are not
yet determined completely, and if one can solve the above equation exactly, then one can
determine all the information on the scattering T-matrix.
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2.2.3 Born Approximation

In the normal case of the potential scattering, one cannot easily solve the Lippmann-
Schwinger equation, and therefore it is important to make a reasonably good approximation.
The best known approximation method is the Born approximation in which we obtain the
T-matrix by replacing the exact state vectorψk(r′) by the plane waveeik·r′ . In this case,
the scattering amplitudef(k′,k) becomes

fB(k′,k) = −m

2π

∫
d3r′ei(k−k′)·r′V (r′). (2.23)

Correspondingly, we can obtain the T-matrix with the Born approximation as

〈k′|T |k〉B = 〈k′|V |k〉. (2.24)

Rutherford Scattering

If the potential isV (r) = α
r (Coulomb scattering), then the scattering amplitude can be

easily calculated in the Born approximation, and one finds

fB(k′, k) = −m

2π

∫
d3r′ei(k−k′)·r′ α

r′
= − 2mα

|k − k′|2 . (2.25)

Therefore the differential cross section of the Rutherford scattering becomes

dσ

dΩ
= |fB(k′, k)|2 =

α2

4m2v4 sin4 θ
2

. (2.26)

Even though we make the approximation, it is well-known that the Rutherford cross section
obtained by the Born approximation is found to be almost the same as the exact result by
solving the Lippmann-Schwinger equation in a proper way.

This result can be compared with the Mott scattering formula which is obtained by
calculating the relativistic T-matrix

dσ

dΩ
=

α2

4(m2 + k2)v4 sin4 θ
2

(
1− v2 sin2 θ

2

)
(2.27)

wherev is given asv = k√
m2+k2

' k
m at the non-relativistic limit.

2.2.4 Separable Interaction

The Lippmann-Schwinger equation for the T-matrix cannot normally be solved analyti-
cally. However, there is a special potential which can be solved analytically, and this is the
separable interaction. The separable interaction is assumed to have the following shape

〈k′|V |k〉 = λg(k′)g(k) (2.28)
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whereg(k) andλ denote some function and the interaction strength, respectively. Here,
this interaction is a highly non-local, and therefore, this is a toy model. In this case, the
T-matrix equation becomes

〈k′|T |k〉 = λg(k′)g(k) + λg(k′)
∫

d3k′′

(2π)3
g(k′′)GE(k′′)〈k′′|T |k〉 (2.29)

where

GE(k′′) = 〈k′′| 1
E −H0 + iε

|k′′〉. (2.30)

This equation can be easily solved by assuming the following shape for the T-matrix

〈k′|T |k〉 = β(E)g(k′)g(k). (2.31)

In this case, the equation for the T-matrix can be written as

β(E)g(k′)g(k) = λg(k′)g(k) + λβ(E)g(k′)g(k)
∫

d3k′′

(2π)3
[g(k′′)]2GE(k′′)

which can be solved forβ(E) and we find

β(E) =
λ

1− λF (E)
(2.32)

whereF (E) is defined as

F (E) ≡
∫

d3k′′

(2π)3
[g(k′′)]2GE(k′′). (2.33)

Therefore, the T-matrix is completely determined as

〈k′|T |k〉 =
λ

1− λF (E)
g(k′)g(k). (2.34)

In this way, one sees that the T-matrix equation for the separable interaction can be solved
exactly. This is quite important since we can understand the basic structure of the T-matrix,
even though the separable interaction is not realistic.

2.3 Interaction Picture and Definition of S-matrix

In the non-static perturbation theory, we obtain the integral equation for the amplitudeak(t)
as

ak(t) = ak(0)− i
∑
n

∫ t

0
dt′ei(Ek−En)t′〈uk|HI |un〉an(t′).

Here, we want to derive the same type of the equation as above in terms of the interaction
picture. The main difference should be that, in the interaction picture approach, we do
not make any expectation values of the interaction Hamiltonian with the state vectors, and
therefore the integration over the space is not yet done. In addition, the Hamiltonian should
be taken as operators by introducing the Fock space.
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2.3.1 Interaction Picture

Now, we introduceΨI as
ΨI = eiH0tΨ. (2.35)

It should be noted that the new state vectorΨI is different from the original one only
because of the time rotation. In this case, the Schrödinger equation becomes

i
∂ΨI(t, r)

∂t
= HI(t)ΨI(t, r) (2.36)

whereHI(t) is defined as
HI(t) = eiH0tHIe

−iH0t. (2.37)

2.3.2 S-matrix

Now we make the same procedure as above by operatingu†k(r) from the left and integrating
over the space. If we defineak(t) by

ak(t) ≡ 〈uk|ΨI〉

then we obtain exactly the same equation forak(t) as eq.(2.7)

dak(t)
dt

= −i
∑

n

ei(Ek−En)t〈uk|HI |un〉an(t).

Here, we take a slightly different approach by still keeping the Hamiltonian as operators.
Instead, we introduce the matrixU(t, t0) as

ΨI(t) = U(t, t0)ΨI(t0) (2.38)

and thus we obtain the following equation

i
∂U(t, t0)

∂t
= HI(t)U(t, t0). (2.39)

This equation can be easily solved in terms of iteration method, and we find

U(t, t0) = 1− i

∫ t

t0

dt1HI(t1) + (−i)2
∫ t

t0

dt1

∫ t1

t0

dt2HI(t1)HI(t2) + · · · . (2.40)

However, this is not a very convenient shape when we define the S-matrix, and thus we
introduce the T-product as

T{HI(t1)HI(t2)} =





HI(t1)HI(t2) (t1 > t2)

HI(t2)HI(t1) (t1 < t2).
(2.41)



26 Chapter 2. S-Matrix Theory

Therefore, we can rewrite the matrixU(t, t0) as

U(t, t0) = 1− i

∫ t

t0

dt1HI(t1) +
1
2
(−i)2

∫ t

t0

∫ t

t0

dt1dt2T{HI(t1)HI(t2)}+ · · · .

Now we can define the S-matrix as

S ≡ 1− i

∫ ∞

−∞
dt1HI(t1) +

1
2
(−i)2

∫ ∞

−∞

∫ ∞

−∞
dt1dt2T{HI(t1)HI(t2)}+ · · · (2.42)

which can be symbolically written as

S = T

{
exp

(
−i

∫
d4xHI

)}
with HI(t) =

∫
d3rHI .

We note that the S-matrix is still an operator since the Hamiltonian should be an operator
after the field quantization.

2.4 Photon Propagator

When one calculates the S-matrix elements in the process of the electromagnetic interaction
H ′ = e

∫
jµAµd3x in the second order perturbation theory, then one has to evaluate the

propagator of photon. This is written as

〈0|T{Aµ(x1)Aν(x2)}|0〉 (2.43)

whereAµ(x) is given as

Aµ(x) =
∑

k

∑

λ

1√
2V ωk

εµ
k,λ

[
c†k,λe−iωkt+ik·r + ck,λeiωkt−ik·r

]
. (2.44)

This should be a solution of the following equation of motion for the gauge field

∂µ(∂µAν − ∂νAµ) = 0. (2.45)

In this case, a question may arise as to how we can calculate the propagator of photon since
the photon fieldA has one redundant degree of freedom. As we discuss below, there is
some problem for determining the propagator of photon.

2.4.1 Free Wave of Photon

Now, the S-matrix evaluation should start from the free wave equation of motion. This
means that we should not put theδ−function in the right hand side of the equation of motion
for photon. Indeed, if we start from the free wave equation of motion, then we should insert
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the solution ofAµ(x) in eq.(2.44) into eq.(2.45) and obtain the following equation for the
polarization vectorεµ

k,λ as

k2εµ − (kνε
ν)kµ = 0. (2.46)

This equation can be written in terms of the matrix equation for the polarization vectorεµ

as
3∑

ν=0

{k2gµν − kµkν}εν = 0

where we write the summation explicitly. In order that theεµ should have a non-zero
solution, the determinant of the matrix should vanish, namely,

det{k2gµν − kµkν} = 0. (2.47)

Thus one finds the solution of this equation

k2 = 0

which is a proper dispersion relation of photon. Then, we insert it into eq.(2.46) and obtain

kµεµ = 0 (2.48)

and this is the solution for the polarization vector. This is the same equation as the Lorentz
gauge fixing and thus the Lorentz gauge is not a proper gauge fixing even though people
often use it. At this point, we should require the gauge fixing condition, and for example,
we choose the Coulomb gauge fixing of∇ ·A = 0. In this case, we obtain a condition for
the polarization vector as

k · ε = 0, ε0 = 0.

This gauge fixing is most natural, and we should take this condition which can guarantee
the number of freedom of photon, which is two.

2.4.2 Feynman Propagator of Photon

Before going to the evaluation of the photon propagator in detail, we should make a com-
ment on the Feynman propagator of photon [2]. The propagator of photon which is known
as the Feynman propagator can be written as

Dµν
F (k) = − gµν

k2 − iε
. (2.49)

This is a standard photon propagator which can be found in most of the field theory text-
books. However, it is also well-known that this propagator cannot satisfy the condition
of the polarization summation in a correct way. This is clear since it cannot satisfy the
following equation

kµDµν
F (k) = − kν

k2 − iε
6= 0
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where the left hand side should be zero due to the Lorentz condition. Further, it cannot
satisfy the Coulomb gauge condition, and therefore whatever they invent, there is no way to
claim that the Feynman propagator is a right one. However, as will be seen below, Feynman
propagator can reproduce the same T-matrix of the fermion-fermion scattering as the one
calculated from the correct propagator as long as the scattering particles are on the mass
shell. Since the agreement of the T-matrices evaluated from the two propagators is entirely
based on the free Dirac equation of the fermions involved in the scattering process, the
Feynman propagator cannot be applied for physical processes involving fermions which
are not free or off the mass shell.

2.4.3 Calculation of〈0|T{Aµ(x1)A
ν(x2)}|0〉

Here, we should evaluate the denominator of the propagator〈0|T{Aµ(x1)Aν(x2)}|0〉 ex-
plicitly in order to avoid any confusions. First, we insert the free solution of the vector
potential in eq.(2.44), and find

〈0|T{Aµ(x1)Aν(x2)}|0〉 =
∑

k,λ

∑

k′,λ′

1√
4V 2ωkωk′

εµ
k,λεν

k′,λ′×

〈0|T
{(

c†k,λe−ikx1 + ck,λeikx1

)(
c†k′,λ′e

−ik′x2 + ck′,λ′e
ik′x2

)}
|0〉 (2.50)

which can be calculated to be

〈0|T{Aµ(x1)Aν(x2)}|0〉 =
2∑

λ=1

∫
d3k

(2π)3
1

2ωk
εµ
k,λεν

k,λ

(
eikxθ(t) + e−ikxθ(−t)

)
(2.51)

where we define

x = x1 − x2, θ(t) = 1 for t > 0, θ(t) = 0 for t < 0.

By noting the following complex plane integrations

∫ ∞

−∞

dk0

(2π)
eik0t

k2
0 − k2 − iε

=





ieiωkt

2ωk
for t > 0

ie−iωkt

2ωk
for t < 0

(2.52)

we can rewrite〈0|T{Aµ(x1)Aν(x2)}|0〉 as

〈0|T{Aµ(x1)Aν(x2)}|0〉 = −i

∫
d4k

(2π)4
eik(x1−x2)

k2 − iε
×

2∑

λ=1

εµ
k,λεν

k,λ. (2.53)

This is just the propagator of photon. Now, the problem comes up when we evaluate the
summation of the polarization vector.
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2.4.4 Summation of Polarization States

Up to now, we have presented the expression of the propagator evaluation of photon without
making any comments on the field quantization, Now, we should quantize only the vector
field A which depends on time. The Coulomb fieldA0 is already solved from the constraint
equation, and thus it cannot appear in the S-matrix expansion. Therefore, we have the
condition thatε0 = 0. In addition, we should respect the Coulomb gauge condition

k · εk,λ = 0.

Now, we are ready to construct the numerator of the propagator of photon, and we find

2∑

λ=1

εa
k,λεb

k,λ =
(

δab − kakb

k2

)
(2.54)

which is the only possible solution for the summation of the polarization vector. Note
that this can satisfy the condition ofk · εk,λ = 0, because the left hand side of eq.(2.54)
multiplied byka becomes

ka
2∑

λ=1

εa
k,λεb

k,λ = 0

while the right hand side can be calculated as

ka

(
δab − kakb

k2

)
= kb − k2kb

k2
= 0

and thus eq.(2.54) can satisfy all the conditions we have for the polarization vectors. There-
fore, the propagator of photonDab becomes

Dab(k) =
1

k2 − iε

(
δab − kakb

k2

)
. (2.55)

2.4.5 Coulomb Propagator

The Coulomb part is solved exactly since it does not depend on time. Namely the equa-
tion of motion for the Coulomb part is a constraint equation which has nothing to do with
the quantization of field. Note that the field quantization should always involve the time
dependence of fields. Now, the equation of motion for theA0 part can be written as

∇2A0 = −eψ̄γ0ψ ≡ −ej0(x) (2.56)

which is a constraint equation. However, the right hand side is made of fermion fields, and
the quantization of the fermion fields is already done. It should be noted that the Coulomb
case is calculated from the first order perturbation theory since it arises from

HC = e

∫
j0(t, r)A0(r)d3r − 1

2

∫
(∇A0)2d3r.
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In this case, the interaction Hamiltonian between two Dirac fieldsj0
1 andj0

2 becomes

HC =
e2

8π

∫
j0
1(x1)j0

2(x2)
|r1 − r2| d3r1d

3r2

which can be rewritten in terms of the momentum representation as

HC = e2

∫
j̃0
1(q)j̃0

2(−q)
q2

d3q

(2π)3
. (2.57)

On the other hand, the propagator of photon should be calculated from the S-matrix ex-
pansion in the second order perturbation theory. Therefore, the Coulomb propagator is
completely different from the photon propagator which is calculated from the S-matrix
expansion. However, the Coulomb field interaction should be always considered for the
scattering process since fermions are already quantized.

2.4.6 Correct Propagator of Photon

The correct propagator of photon is given in eq.(2.55), but if we consider the scattering
process such as electron-electron scattering in which the scattering particles are all on the
mass shell, then we should add the Coulomb scattering in which the Coulomb propagator is
employed. Therefore, the total propagators of photon together with the Coulomb scattering
become 




DCoul(k) = 1
k2 A0 − part

Dab(k) = 1
k2−iε

(
δab − kakb

k2

)
A− part.

(2.58)

2.5 Feynman Propagator vs. Correct Propagator

Here, we discuss the equivalence and/or difference between the T-matrices which are cal-
culated from Feynman and correct propagators, The discussion of the equivalence between
them is usually found in old field theory textbooks [3, 4]. However, this equivalence proof
is valid only if the propagators appear in the scattering processes with free fermions. There-
fore, if there is a loop involved such as the fermion self-energy, then the expected equiv-
alence cannot be valid any more. Later in this section, we discuss some physical effects
which may arise from the T-matrix difference between the Feynman and the correct propa-
gators.

2.5.1 Scattering of Two Fermions

As an example, we present the scattering T-matrices between two fermions in which one
fermion with its four momentump1 scatters with another fermion with its four momentum
p2, and after the scattering, we find two fermions with their momenta ofp′1 andp′2. The
four momentum transfer is defined asq = p1 − p′1 = p′2 − p2.
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(a) Feynman Propagator

In the case of Feynman propagator as given in eq.(2.49), the T-matrix can be written in a
straight forward way as

T (F ) = −e2

q2

[
ū(p′1)γ

0u(p1)ū(p′2)γ
0u(p2)− ū(p′1)γu(p1) · ū(p′2)γu(p2)

]
. (2.59)

(b) Correct Propagator

Now, we evaluate the T-matrix with the correct propagator of photon which is given by
eq.(2.58). First, the T-matrix from the Coulomb part can be written as

T (C) =
e2

q2
ū(p′1)γ

0u(p1)ū(p′2)γ
0u(p2). (2.60)

On the other hand, the T-matrix from the vector fieldA becomes

T (A) =
e2

q2

[
ū(p′1)γu(p1)ū(p′2)γu(p2)− ū(p′1)γ · qu(p1)

1
q2

ū(p′2)γ · qu(p2)
]

.

(2.61)
Now, we make use of the free Dirac equations for two fermions at the initial and final states

( /p1 −m1)u(p1) = 0, ū(p′1)( /p′1 −m1) = 0, ( /p2 −m2)u(p2) = 0, ū(p′2)( /p′2 −m2) = 0

and thus we can rewrite

ū(p′1)γ · qu(p1) = ū(p′1)γ
0u(p1)q0

1, ū(p′2)γ · qu(p2) = −ū(p′2)γ
0u(p2)q0

2

whereq0
1 = E1 −E1

′ andq0
2 = E2 −E2

′. Therefore,T (A) becomes

T (A) =
e2

q2

[
ū(p′1)γu(p1) · ū(p′2)γu(p2) + ū(p′1)γ

0u(p1)
q0
1q

0
2

q2
ū(p′2)γ

0u(p2)
]

. (2.62)

Note that one may be tempted to assume thatq0
1 = −q0

2 = q0 at this point. However, the
energy conservation can be used only at the final stage of the calculation, and therefore,
the evaluation of the T-matrix should be done without using the energy conservation. It
should be noted that the on-shell scattering processes like the fermion-fermion scattering
must conserve the energy, and therefore one can employ the equationq0

1 = −q0
2 when one

calculates the cross section. Now, it is easy to check that the sum ofT (C) andT (A) becomes

T (C) + T (A) = −e2

q2

[
ū(p′1)γ

0u(p1)ū(p′2)γ
0u(p2)− ū(p′1)γu(p1) · ū(p′2)γu(p2)

]

+
e2(q0q0 + q0

1q
0
2)

q2q2
ū(p′1)γ

0u(p1)ū(p′2)γ
0u(p2). (2.63)

As can be seen, the T-matrix calculated from the correct propagator has an extra-term which
is not found in the T-matrix evaluated from the Feynman propagator. Therefore, there exists
a clear difference between the two T-matrices in the fermion-fermion scattering case.
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Now, if one uses the energy conservation ofq0
1 = −q0

2 = q0, then the Feynman propagator
can reproduce the right T-matrix for the fermion-fermion scattering cross section as one
can find the equivalence proof in old textbooks [3, 4]. Indeed, the on-shell scattering case is
justified because the energy conservation is taken into account for the whole system. This
should be one of the strong reasons why people accepted the Feynman propagator.

2.5.2 Loop Diagrams (Fermion Self-energy)

As one sees from the comparison between the Feynman and correct propagators, the use
of free Dirac equations play a very important role. Therefore, it is most likely that the two
propagators should give the very big difference for the fermion self-energy type diagrams
in which intermediate fermions do not satisfy the free Dirac equations.

(a) Feynman Propagator

Using the Feynman propagator, the self-energy of fermion can be easily written as

Σ(F )(p) = −ie2

∫
d4k

(2π)4
γµ

1
p/− k/−m + iε

γµ 1
k2 − iε

=
e2

8π2
ln

(
Λ
m

)
(−p/+4m)+· · ·

(2.64)
which is just the self-energy contribution normally found in the textbooks.

(b) Correct Propagator

The self-energy of fermion with the correct propagator has never been calculated up to
now, but we should evaluate it since it is very important to examine whether this self-
energy contribution can agree with the normal self-energy contribution with the Feynman
propagator. First, the Coulomb part does not contribute to the fermion self-energy because
of the equal time operations, and thus we should only calculate the contribution from the
vector potential part which can be written as

Σ(A)(p) = ie2

∫
d4k

(2π)4
γa 1

p/− k/−m + iε
γb

(
δab − kakb

k2

)

k2 − iε
. (2.65)

What we have to calculate and see is whether theΣ(A)(p) should be the same asΣ(F )(p)
or not. From the calculations, one sees that it does not agree with the one calculated from
the Feynman propagator. In this respect, there is no reason any more that one can employ
the Feynman propagator for the calculation that involves the photon propagation unless all
fermions are on the mass shell.


